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1 Outline of the deliverable

This deliverable describes the cooperative motion functionalities provided by the companion robot.
Methodologies definition and initial algoriths for robotic buddy "observer", "slave" and "guide"
features are reported.

Simulation of the different functionalities carried through Hardwémghe-Loop (HIL) simulator and
test of the switching conditions between the functionalities are reported avaluated.

The idea developed in the framework of the CADDY project to assist and monitor the diver
operations refers to three main functionalities that the robotic system has to provide to comply with
the desired tasks:

1 dive buddy “observer'the systen observes the diver at all times during the dive and interprets
her/his behavior by assessing for example the body state, detecting the onset of nitrogen
narcosis and signs of panic, and interpreting symbolic gestures communicated by the diver. The
robotic buddy must manoeuvre safely around the diver in order to assume the best viewpoint for
observation; at the same time, its presence should not interfere with the normal unfolding of the
mission;

1 dive buddy slave*the system affords the diver a “"héhg hand" to examine the environment;

e.g. hovering over a spot indicated by a laser beam operated by the diver and taking photos of
the location, following the diver and acquiring a series of overlapping photos for mosaic making,
illuminating a site frondifferent angles upon request from the diver, and carrying a payload with
tools and equipment;

1 dive buddy guide* the system is in charge of actually guiding (upon request) the human diver
from one spot to another, along a predefined search path,teering the diver safely (in case of
an emergency) to an appropriate point at the surface without violating basic diving rules and
acting as an intelligent communication router in situations where the diver losesfisght to
the surface vessel.

In order to provide agile manoeuvring capabilities and maintain formations, such that diver safety
and situational awareness is ensured even in unpredictable situations, a suitable management and
supervision architecture is developed to fulfil these objectives.

2 Software & communication architecture

The CADDY software architecture, which is based on the ROS system, is mainly composed by the
following five interconnected elements:

diver;

AUV,

usy;

remote control and supervision station;

environment.

= =4 =8 -4 4

The diver node can actively interact with the architecture, in particular dialoguing with the AUV
(companion/buddy autonomous vehicle RECUV) in two ways: sending commands through the
underwater tablet or performing gestures in front of the AUV camera.

Within the CADY architecture, the diver node can be simulated through a simple kinematic model
(commanded by the user or programmed to execute specific tasks). The node produces all the
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navigation state variables (namely absolute position and velocity, fradye veleity). Being the
diver equipped with an acoustic modem, the communication channel is used to c@nthands
(generated through the tablet) anstatusdata structure which is filled with biological measurements
(if available) for instance obtained by hedat reader, breath sensor, body temperature, etc.

The AUVis one of the two completely autonomous agents in the framework. Three of the main
sensors equipping the AUV aikthe videecamera which is essential to interact on one side with the
diver, allaving the gesture recognition, and on the other side with the environment in order to track
or avoid collisions with objects in the operative aréathe USBL system which is used to detect the
relative position of the USV and (theoretically) also of theer (it will strongly depend on the
mounting configuration of the devices, the quality of the acoustic communication/tracking depends
on the relative position of the pingers/beacongi) the sonar system which can be used as a
counterpart of thevideo-camera for detecting the diver and obstacles when visibility is impaired.
Through the acoustic channel the AUV transmits the current diver position (if available) and her/his
known status, also the bodyame velocity of the AUV itself (the velocity infaxtion can be used

from the USV to ease the task of cooperative motion or tracking, the AUV position is already known
by USV thanks to the USBL measurement and thus it has not to be dispatched) and the operating
mode; this latter data is generated by the ¥ mission control system in function of the received
commands/gestures.

TheUSVis the other autonomous agent of the architecture and its framewmetlated characteristics

are similar to the AUV's ones. It senses the position of the AUV and the diveheviUSBL
measurements. The USV is directly connected throughfalink to the remote control station, thus

the USV can be also exploited as a communication relay to forward information or commands to the
underwater segment. The information sent thrduthe acoustic channel are the position of the diver
(obtained by the USBL) and the diver status (obtained by information sent by the tablet), the USV
also sends it bodframe velocity and operating mode.

The USV and the AUV can dispatch additional infdomgto be defined) in order coordinate the
evolution of the planned mission or to adapt to unexpected situations.

Theremote control stationis a supervision point that is used to monitor, first of all, the status of the
diver and to track the state ahdvancement of the mission and/or desired tasks for the robotic
platforms. Information can be forwarded to the diver (in turn appearing on the tablet) and
commands can be sent to the platforms in order to force a specific operating mode or to update
targets, references, etc.

Theenvironmentis a node that has to provide some essential information for the consistency of the
framework, as for instance the GPS coordinates of the local origin in such a way that all the nodes
can refer their positions to the s@e inertial frame. A shared clock or time data structure is also
needed to synchronize all the nodes and all the variables of the architecture.

Within a simulative framework, the environment will also contain additional nodes and/or data
structures in ordeto represent objects in the area, séattom morphology, physical characteristics
involving for instance the quality of the acoustic communication and so forth.

The proposed overall CADDY software architecture is reported in Fig. 3.1.
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Fig. 3.1. Ovethsoftware architecture

The diagram reported in Fig. 3.2 represents the basic set of software modules to be instantiated and
GFAE2NBR F2NJ SI OK LI NIAOdzZ I NJ aOSyFNR2d ¢KS a/ !¢
vehicle to be used for the CADPMject wrapped with the necessary interfacing software such that

it complies to the standard interface adopted for CADDY.
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3 Dive buddyfunctionalities

3.1 Observer

Thediver observeifunctionality is one of theéhree key functions needed to approximate the human
diving buddyAs adiverd 2 6 & SNIIS NE =

iKS

DIVER
TABLET

HMI

aeaasSy 2o0aSNBSa
interprets higher behaviour byassessing for example the body state, detecting the onset of nitrogen
narcosisand signs of panic, and interpretirgymbolic gestures communicated by the diver. The
robotic buddy must manoeuvre safely around the diveoider to assume the best viewpoint for
observation; at the same time, its presence should not interfere withrtbemal unfolding of the
misson. The functionality addresses the issue of diver safety that has been identified as the most
important issue during cooperative diving with autonomous vehicles. divver observeris always
close to the diver, it can interptehe diver behaviour (based on posture, heart rate, temperature,
inhalation rate of the lungs etc.), detect anomalies, and promptly report any deviations from a
normal condition to the diving supervisor in the command centrelfoard a support vessel an-
shore). Another aspect of safety is considered through ensuring that the-ibet interaction is
safe for the diver at all times by maintaining a safe perimeter around the diver.

GdKS
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The main technical challenge the observer functionality has to oweecis positioning the Buddy
vehicle in a efficient way to enable use of the available sensors for detecting diver behaviour and
recognizing gestures. This requires integration of as much sensor measurements as possible to
receive an accurate diver positiand orientation estimate. Good knowledge about diver position is
required to keep the diver safe and maintain the vehicle outside of the safety operational radius
around the diver. Alternatively, safety radius violation has to be detected by the obsargeder to

stop the vehicle operationThediver observefunctionality can be extended on the surface vehicle in
order to have additional security in case the underwater Buddy fails during operation. The
autonomous surface vehiclASYV, has to follow thdiver to ensure the best acoustic channel for data
transmission and diver position updates.

Sections 5.3 will present a stdyy-step hardware irthe-loop simulation and results about the ASV
diver observefunctionality. Available results from simulatis as well as the validation results during
filed trials with a human diver are presented. Section 5.5 will pretfensimulation scheme for the
Buddy vehicle focusing on the observer aspect and the pointer concept. The pointer concept extends
the obsening functionality with passive guidance where the diver decides when to follow the Buddy
which can point him towards the desired location.

3.2 Slave

When acting aslive 6 dZRR& d@&SIF @88 GSY I FF2NRa GKS RAGSNI |
environmentand perform all the diveelated tasks. For instance command the autonomous buddy
can be commanded to hovewer a spot indicated by a laser beam operated by the diver and taking
photos of the location, following the diver and acquiring a series of overlgpphotos for mosaic
making, illuminating a site from different angles upon request from the diver, and carrying a payload
with tools and equipment.

Moreover, in challenging underwater operations, such as excavation or documentation of
archaeologicabites the most sophisticated methods used in underwater archaeology include the
use of sidescan sonars andnagnetometers to detect and survey underwater sites with high
precision. Underwater site surveying is usually performed through docungr{tecording)and
excavation Even though recording (mapping) of the site is nowadays commonly performed by using
autonomous (or remotely operated) underwater vehicles, the excavation phase still remains a task
that only divers can perform. It must also be stressed thaing the recording phase, the structures

at the site are often buried beneath the sediment, eroded, broken up, and scattered thus making
them difficult to see by resorting solely to underwater vehicle recording. In addition to this, visibility
may be ekxemely poor.

The most common practice when performing underwater excavation or documentation of an
underwater site with divers is as follows. Firstly, a grid consisting of multiple rectangular frames is
placed above the site, thus allowing for proper mefiecing of site objects in the generated frame (Fig
1.1c)). This grid is carefully levelled above the site and is used by divers to communicate the location
of a specific object among them. Once a diver has finished the particular mission underwaten (due t
limited dive time), (s)he must report to another diver at the surface where the documentation task
was stopped. The second diver must then descend to the reported area to continue
documentation/excavation of the site. The point of diver entry into thetavds often not exactly
above the place where the underwater operations should take place. This means that the diver has
to search for the locality and waste precious air and time (s)he is allowed underwater. More than
often, the second diver misses thection and simply continues operation at a different point. The
documentation of a site is traditionally done by measuring, drawing sketches, and taking photos of
objects found at the site. A problem that has been reported by experienced divers is thabof
illumination while taking photos. Even though diver cameras are equipped with powerful flashes, the

6 =
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problem is in the overall illumination of the object from different angles. The common practice while
filming an underwater site is to have multiplevers around the object of interest, holding flashlights

from different angles. The coordination of the illumination is a tedious task that is more than often
accomplished in an unsatisfactory way, especially when currents are present.

It is also acknowled®l that since divers have limited time available underwater, they will often

decide to change the mission plan on the go, e.qg. if the diver decides that (s)he will not have enough

time or strength to excavate an object, (s)he can decide to move over tthanpart of the site,

thus changing the mission.

CADDY contributesignificantly to the quality and effectiveness of underwater operations that

require human attention by enabling tiRA @S 0 dzR Ruhctianality, Isi@@téneously with the

RAGDS OodZARR®: Al LI 0 afterwaidd AsRiSénseilEnteS tRe need to setup reference

frames will be overcome, thus reducing significantly the time of operation. CADDY will enable precise
navigation of the diver to the archaeological site using an optiroater In addition to this, the

023y A0AQBS o0dzZRRe ae&daiusSy gAaftft oS FoftS G2 AyidSNLINB
dzy RSNB I G SNJ 2LISNI A2ya o6& SESOdziaAy3a O2YLX ALyl
operations envisioned include photb YR @A RS2 GF 1 Ay3 dzLl2y RAGSNRA
selected area. If the diver changes the mission plan on the go, CADDY will ensure interpretation of

the altered mission plan reported by using hand gesticulations, commonly used in the diving
communty. CADDY will also ensure immediate reporting of the changed mission plan to the
command centre (ofboard a vessel or eshore).

3.3 Guide

In its function as a dive buddy “guide", the overall CAB{®Yem is in charge djuiding (upon
request) the humardiver from one place to another, possibly along a predefined search path, or
steering the diver safely (in case of an emergency) to an appropriate point at the surface without
violating basic diving rules and acting as an intelligent communication routétuations where the

diver loses linef-sight to the surface vessel. To this effect, the diver can either be guided directly by
the accompanying autonomous surface vehicle (the surface segment of CADDY), or the underwater
robotic dive buddyln this eport, as dfirst step towards meeting the functional objectives of the
CADDY system, veeldress the situation where the diver is guided by the underwater robotic buddy
but focus, as a stepping stone towards achieving the guide functionalities, on tleenstfsit allows

for cooperation between the surface and underwater vehicles.

The systemhenceforth called Leader Tracking System (lall§yvs for one vehicle (playing the role

of afollower) to track the motion of another vehic{éhat plays the role o& leader). The LTS at the

core ofcooperativemaneuverswherebythe underwater vehicle (the robot companion) is guided by

the surfacevehicle along desired trajectorida this situation, theautonomoussurface vehicldASV)

trajectory acts as a refence or leader (in 2D) and tteitonomousunderwater vehicl§d AUV)must

track this reference in the horizontal plane (albeit with a desireg offset, if required), while
undergoing independent motion in the vertical plane (e.g. staying at a constanh deptonstant

altitude above the seabed). This technical problem is sufficiently rich in that its solution sheds light

into the solution of other cooperative motion problems that are key to the implementation of the
CADDY concept. Furthermore, the problean be simply motivated by an interesting missions
A0SYINR2 (KIG OFry 0SS NBFSNNBR (G2 Fa GKS a3dzAi RSR
I NOKFS2t23A01t aAdSsT FyR (2 GKA&a STFSOO GKSe gAa
as a reference for them to follow visually, at close range. It is therefore up té&th&o maneuver

along a desired, pl@S G SN A Y SR @&dcauseNdf dtdngeri énadvigational constraints
underwater, this is done by havirige AUVtrack the referace trajectory set out byhe ASV This
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calls for the installation ofraultra-short baseline (USBL) unit-tward the AUV capable of measuring
its relative position with respect to the surface vehicle

The LTS systems allows also for the realizatiomie$ions whereby the leader is tJVand the
follower (tracking the leader) is th&SV This functionality becomes important in situations where

the AUV takes over the task of guiding the diver direc{l.g. in response to foreseen events
detected on Ine), and seeks navigation help frotihhe surface vehicl¢hat must track the AUV as the
mission unfolds. In this case, the burden of determining the relative position from the AUV to the
ASV falls on the ASV, that can either carry an USBL unit (therethreing the cost of the AUV) or
perform sufficiently exciting maneuverghile localizing the AUV by resorting to ranbased
localization strategies. In both cases, the ASV is required to transmit updates about the AUV position
to the latter vehicle usingraacoustic modem.

4  Algorithms for cooperative tasks and simulation results

4.1 Surface Leader and Underwater Leader Experiments: Design and Development Framework

The ability of two or more agents, either vehicles or human diversnameuverin a cooperatve
mannerat close distances is critical for the applications envisioned in the scope of the project. To
achieve this, the vehicles should use the acoustic channel to exchange malated information.
Given this setting, theéeaderTrackingSystem (LTS)onsists of a&etof control and navigatiomelated
blocks that, when combined with a strategy for exchaggnformation, enablseone or more agents
(followers) to track(follow) the position ofa specific agent (leker) on a horizontal plane, with
optional xy offsets defined in a convenient pattependent mannerThe path of the leader agent is
unknown apriori by the follower agentsMotion in the vertical direction is considered to be handled
independently by a depth or altitude controller.

The setp of the LTSs general enougfor applicatiorsin a largevariety of scenariodn this section,

after a brief technical description of the systethe results of applicatiosto two such scenarios are
presented. The first consists of an underwater vehitlacking a surface vehicle; the second
illustrates a surface vehicle tracking an underwatehicle. Note that the results on these two
scenarios are a solid contribution towards achieving the necessary functionalities in terms of
cooperative maneuversnwisioned in the project, since it should be possible to replace one of the
vehicles with a human diver with orgfightmodifications to the system.

The general scheme adopted to run a Leader Tracking maneuver can be best explaiefiring

to the block diagramsn Figs. 5.11 and 51.2, illustrating the navigation, controlnd intervehicle
information flow architectures adopted by IST. The illustrations concern the case where the leader
vehicle moves at the surface (ASV), tracked by an underwatdcle (AUV)Later, an extension to

the setup is introduced so as to enable the underwater agent (AUV) to play the role of leader.
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Fig 51.2. Leader tracking system: the follower (AUV) architecture.

ASV Architectureln the setup adopted, the leader (ASV) is equipped with a GPS and runs a filter to
estimate its inertial speed, course angle, and course angle rate. This informatiiansmitted to the

AUV via an acoustic modem. In its present form, this systeming on the AS6 mechanized as a
Kalman Filter (KF). It uses the position measurements obtained from a GPS receiné&Nid (East,
North, Up) reference frame, to estinmtthe inertial velocity of the surface vehicle in polar
coordinates (norm and course angle) and the rate of the course angle. Both the norm of the velocity
vector and the rate of the course angle are assumed to be constant in the model used for this KF,
therefore the latter embodies in its design model piecewise constaldcity and constanturvature
trajectories.As an alternative to this filter, when the leader vehicle (in this case the ASV) is moving
along a preplanned trajectory, thenominal valuesof its velocity, course angle and rate of course
angle can be broadcast instearthis is typically the case, as the leader vehicle usually performs path
following on a planned trajectoryThis isalsothe case in the experimental results of the system
shownin later sections.
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AUV Architecture The system running on a follower vehicle (in this case the AUV) involves four main
subsystems:

1. ASV velocity estimator, the follower (AUV) receives the information broadcast by the leader at
discrete, possibly asghronous instants of time (with a time delay) and runs an internal filter to
ASYSNIXGS SadAyraSa 27 GKS ' {+0a AYSNIAIf &LISSR:
for motion control.

2. Relative position estimatox this block is in chrge of fusing data available from different sources:

A0 GKS !'{+Qa &4LISSR: O2dzZNAS ly3ftSs FtyR 02dz2NES | y13
position of the ASV with respect to the AUV obtained using an Shiat Baseline (USBL) system

installed onboard, iii) the velocity of the AUV with respect to the seabed using a Doppler log (this is

the case in shallow water; in deep water, the unit can yield both the velocity with respect to the
seabed and to the water), iv) Heading, provided by Attitude and Heading Reference System

(AHRS), and v) surge speed with respect to the water, where the latter is estimated using-a quasi
A0FGA0 LINRLIzZ aA2y Y2RSt GKFG NBfFrGSa GKS &LISSR 2
forward speedlts output consists of the estimate of the relative position of the AUV with respect to

the ASV, together with the estimate of the underwater current, both at a sufficiently fast update

rate.

3. Formation controllerg this block is in charge of generagicommands for the AUV surge speed
and yaw angle (tracked by the AUV inner loops) so as to make the AUV track the position of the ASV
with a properly chosen, possibly tirvarying offset, as per the requirements of the maneuver being
performed. In fact, te formation controller can be viewed as the cascade composition of two
operations: i) generating a virtual target (determined by the trajectory described byetuerand

the requisites of the leader tracking maneuver) and ii) tracking the virtual tafdet.generation of

the virtual target(its position and velocityjelies on the fact that thdollower (AUV)has access not
only to the relative position and velocity of tHeader (ASV)but also to the curvature of its
trajectory. In the tests illustratd in later sectionsthis block is configured so th#te virtual target is
positioned at a point defined by desired alerand acrosgath distances with respedb the path
defined by theAS\(which, we assume, is either a straight line or a segmentaifcamference, or a
combination thereof) This allowdor the characterization of the trajectory of the virtual target, both

in terms of its position relative to the underwater vehicle (follower) and its inertial velocity. These
parameters are then fed ta trajectorytracking controller that forces the actual vehicle to track the
virtual one.

4. Inner loopg; this block consists of simple PI(D) controllers that attempt to make the surge speed
and heading of the vehicle track the referenceg and- 4.

Shifting the role of leader to theAUV. In order to enable theAUV to play therole of leader
additional information exchange over the acoustic channeraguired (e.g., to allow the ASYo
perform pathfollowing along a preplanned trajectorywithout having to resort toan overly
expensive navigation systengpecificallythe ASMwhichwe assume plays the role of follower, but

is not necessarilthe case) should have access to its position in an editked frame via GPS, and its
position relative to the leader vehiclesing anUltra-Short Baseline (USBL). Based on these two
inputs, the AS\Vcan then compute the position of thaUV [eader vehicle in the eartHixed frame

and broadcast itThe underwatewehiclecan now perform patHollowing based orhis broadcasted
position. For this scenario, the remainder of the architecture resembles the one shown above,
obviousy now with the AUV as leader arithe ASV as follower.

10 =
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The work done towards the devploent of the guide functionalities have progressed well beyond the
stage of simulationsin fact, the LTS was fully implemented at tested with two vehicles of the
MEDUSA class playing the roles of ASV and AUV. The results of the tests are described next.

4.2 Surface leader experiment

In what fdlow we summarize the results of practical experimenkat illustrate the performance of

the LTSn the first scenario: one ASV as leader and one AUV as follower. During the tests, the ASV
was requested to perform dJ-shaped patHollowing maneuver at the surfacdn the setup
adopted, the virtual target (to be tracked by the AUV) is positioned at a point defined by desired
along and acrosgath distances with respect to the path defined by the AUV (which, as egdlai
before, is either a straight line or a segment of a circumference, or a combination thereof). The along
and cross path distances were set tel7 and +5 meters, respectively (intuitively speaking, this
means that the AUV was requested to stay 17 meterhind along the path and 5 meters to the
right). Throughout the maneuver, the AUV wasnmanded to remain at a fixed depth. The nominal
speed ofthe leader vehicle (ASWas set to 0.3n/s.
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Fig. 52.1 Leader Tracking System with ASV as lead8¥. ad AUV trajectories.
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Fig. 52.2. Tracking error of the AUV
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Fig. 52.3 Estimate of ocean curreoin-boardthe AUV

Fig. 5.2.1 shows the trajectories of both vehicles, and Figs. 5.2.2 and 5.2.3 show the position error
(with respect to the virtual targethat should be tracked) and the estimate of the ocean current. The
performance of the Leader Trackingstem illustrated by these figureds visibly good. The
deterioration in performance that occurs when the ASV enters or leaves the circular part of the
maneuver is simply due to the fact that the alerand cross track position specification for the
virtual vehicle (to be tracked by the ASV) are done considering that the circular part of the path is
extended backward as a circumference (upon detectioat tthe ASV actually entered the circular
path). This was done at thiéne when these tests were conducted simplify the implementation of

the Leader Tracking systeiMeanwhile, thisproblemhas beerovercome by extending back the path
taken by the AUV fdng into consideration the actual path traversed, stored in memdiyis is
illustrated in the results shown in the next section, which no longer exthitsitproblem
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4.3 Underwater leaderexperiment

The second scenario is illustratedFig. 5.3.1vith results obtained with one AUV playing the role of
leader, performing patHollowing on the same preefined Ushaped mission, and one ASV playing
the role of follower.The ASV was configured to follow 5 meters behind along the path of the leader,
and 5 m b the right. The nominal speed of the leader vehicle (AUV) was set to 0.3 m/s.

— Leader

20 —— Follower

—40

f ‘MM

=1
—20 0 20 40 60 30 100 0 200 400 600 800 1.000

Easting (m) Time (s)

Fig. 5.31. Leader Tracking System with AUV as leader.
Left: Trajectories of AUV and ASRightTracking error of the follower (ASV)

Again, the reults are visibly good, with the tracking error of the follower (ASV) generally below 1
meter. The issue identified in the previous section when the leader vehicle enters or exits the turn
has been effectively addressed and the performance no longer é¢xlmibnsiderable deterioration in

this situation, as happened in the previous scenario.
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4.4 Diver leader- ASV follower experiment

The scenariomplements the concept of a private diver satellite thateyh@S & G KS RIA SN A
can be analyzed as the surface version of dier observerfunctionality as the ASV is essentially

trying to follow the diver to the best of its abilities in order to observer the diver position and
messages sent by the divefhe scenariadepends onan autonomous surface vehicle, preferably
omnidirectional, that has the ability to localize the diver. The fs&¥s the roé of a follower (slave)

and tracksthe diver, positioned abovehe diver at

all time as shown in Fig54.1. Three main

functionalities are performed by the ASV during "Qe‘ ?j@

diver following: 24
1. the ASV carries the international S s
dive flag and marks the exact location of the ’%" LIS &
diver thus increasing the diver safety. >ﬁ
Acoustic communication allows removing qﬁ v,//- T

the tethering requied with static bouys

2. reliabity of the acoustic
communication and localization is _
maintained due to the vertical s

communication path. The communciation is
used to forward the diver his geodetic
pOSitiOﬂ. ACOUSTIC LINK
3. the ASV acts as a relay between the
surface stationand the diver to allow
communication between the station and
the diver and diver monitoring at the
surface station.

Acoustic diver localization requires the use of an
acoustic positioning system, e.g. USBL, where one
node is located on the diver and thetérrogation | e e,

node is located on the autonomous surface vehicle.F'9ure 54.1Diver leade ASV follower concept

The ASV is knowledgeable about its geodetic position and during the USBL interrogation it acquires
GKS NBfIFGADBS LREa&AGARZY 2F GKS RAGSNI | yiieniuded SEG Sy &
for dynamic positioning above the diver and for positions updates sent to the diver.

;.!' L

4.4.1 Simulation setup
The simulation setup consists of three separate-systems:a) the ASV platformb) the acoustic
localization and c) the diver. The simidat is implemented in the Robot Operating System (ROS)
where the diver and ASV have each their own ROS master. The ROS masters communicate through
an acoustic modem simulation that corrupts the diver position information with noise and randomly
creates drgouts in the communication. Using this setup the concept can be tested and proven using
pure simulation experiments. This was already dongtiskovic, et al. 2013However, switching
directly from pure simulation to humann-dthe-loop operation is not advised. Therefore the
simulation experiments are refined using the hardwarghie-loop simulations. The experiments are
made increasingly complex by introducing new hardware agents instead of simulated ones. In the
case of dier leader ASV follower two such iterations are needed:

1. ASV hardware ithe-loop ¢ the diver and acoustic interogation are simulated but the

real vehicle is used
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2. ROVhardware inthe-loop ¢ the diver is simulated using a remotely operated
underwater vehicleThe acoustics is performed in a reglvironment but without any
diver interference odiver related noise
The third iteration would introduce a real diver at which stage the experiments no longer contain
simulated parts. This experiment can then be uasdalidation.

Experiments are designed to be repeatable therefore in all scenarios the diver is simulated as moving
between two points. This provides an idealized, but easily analyzed, version of the diver movements
underwater. On the borders of thednsect the diver abruptly switches the course of his movements
thus showing the amount of overshoot that can be expected due to slow update rates of the diver
estimation filter.

4.4.2 ASV hardware irthe-loop

This experimenteplaces the simulated ASV with &8V in a real environment which follows the
virtual diver that is simulated using a kinematic model and operated using a joystick by a user or
programmatically for repetitive experiments. While this experimental setup eliminates acoustic
sensor and diver tated uncertainties, it also allows reliable testing of the ASV behaviour under
different measurement update rates and performance evaluation of the diver estimator onboard the
ASV in real environmental conditionBig. 5.4.2.1 shows the full experiment wh virtual diver
trackingin duration of aound 10 min While the results given iRig.5.4.2.14) indicate thatthe ASV

was following the same path as the virtual diver, the real virtual diver tracking qualilyserved
from Fig 5.4.2.10). Since thisexperimental setup is influenced only by environmental and
uncertainties causetly unmodelled dynamics, we conclude that these uncertainties cause the mean
error of about 0.5 m. This error is mostiige to transients that occur when the virtual diver is
changing the direction of transect followings shown in Fig. 3.92

Morth time plot Tracking error

/ A A  Simulated USBL measurement
80k - /f‘/q\\ /J‘\\ ; _,1‘(\\& ' — Virtual diver estimate
= / \ PRI : // \ :
Za70 ;/ \ ‘ \\ %\
0 100 200 300 400 500 600 “2»
Time [s] 3
taslllmil!\lm 15
78%—_“:-.”“--.17 SRR RS SC055 SRS 1S T S e ORI

E_85
8 * Virtual diver measured
-9 —Virtual diver estimated 0
95 ASV PlaDyPos estimate 0 100 200 ERE?S] 400 500 600

100 200 300 400 500 600

Time [s]

(@) (b)

Figure 54.2.1 Experimental results obtained from ASV hardwasta@loop

4.4.3 ROVWhardware inthe-loop

This experimensimulatesthe human with a remotely operated vehicleROV)equipped with the
acoustic transponder. The ASV carries the U8BIs introducing the real acoustic channel
uncertainties but eliminating those caused by tdeser. Thissimulation is designed to identify
potential deerioration in system performancdue to the acoustichannel characteristicand the
overall influence of the acoustic positioning system in the dif@iowing scenario.While in the
earlier simulation there was a ground truth diver position to compare the tracking error in this
experiment it is unavailable. The ROV system has no localization of its own that could be used. To
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alleviate the lack of ground truth a camera is added on the ASV to have the option of detecting the
diver positionfrom direct observation Although the video doesat represent an absolute ground
truth it provides better precision than the USBL system in shallow weatargood visibility The ROV
approach allows testing of the complete system without unnecessarily endangering divers with an
untested acoustic positiuing system. The ROV does not carry the tablet which is used to decode and
display the diver underwater position. However, the tablet can be utilised on shore by the ROV
operator or diver irtraining by connecting the underwater modem and tablet througle ROV
tether.

Results in Fig. 4.3.1 show 10 min.of the experiment, for the sake of claritResult show that the

mean tracking error based oacoustic measurements in this setup is about 1 m which lets us
conclude that the inclusion of the acoustimser uncertaintyincreases the tracking error by 0.5 m.

North plot Tracking srror

. = USBL measurement
4f — ROV estimate
Video validation
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East Ulbll

Tracking Error [m]

6or ~ ROV measured
e

a0l —ROV estimated ) A G AE *
% ASV PlaDyPos estimat . 1.0857 FEL TR
TN | osrez i LR
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Time [s]

(a) (b)
Figure 54.3.1 Experimental results obtained from ASV+USBL+ROV hardvwheddop

4.4.4 Validation experiment

Once the hardware Hthe-loop simulations are successful the final iteratisrfull runtime validation

of the system without simulated components, i.e. in real conditions. This includes the human diver
with disturbances like breathing, unpredicted variations from the path,-p@ro roll and pitch, etc.

Fig 54.4.1 shows resultsof diver following during the same transect as in hardwarghiloop
simulations. The mean tracking error across validation experiments is calculated to be about 1.8m.
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Figure 54.4.1 Experimental results obtained from the validation expenm
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4.5 Cooperative AS\Buddy Experiment

The cooperative ASBuddy experiments, relying on a strict motion coordination between surface
and underwater segment systems, is envisioned in the scope @ukey Guidéunctionality, where

the autonomous systemare responsible for a corredeading of the diver throughout the dive
activities.

The main task of this experiment is to develop and exploit a technique to coordinate the motion of
the surface and underwater vehicle in such a wayitacommand each vetle to follow a same
predefined motion pathji) adapt the vehicles' speed in order to match with a desired cruise speed,
while at the same time maintain a formation, i.e. keep the vehicles in a vertical configuration in such
a way to guarantee the relidity of the acoustic tracking and data exchange between the surface
and underwater platforms.

The possible limitations of the communication availabitiéy constrain the intevehicle information
exchange, thudor this reason distributed controllers ugjronly localinformation are desirable, as

well as to reduce the quantitgf navigation data exchanged in order to overcome Hadwidth
limitations.

From a technical point of view, the proposed cooperative motion procedure is based on

1. a Lyapunowasd virtual target patHollowing algorithm that allows a single vehicle to approach
and follow a generic reference path in the horizontal plane;

2. adistributed coordination schemallowing the motion synchronization of the two vehicles, using a
minimum data exchange (i.e. the values of the virtual target curvilinear abscissae, as described
afterwards).

4.5.1 Single vehicle patHollowing

The design of a virtual target based guidance systemejmrted in Bibuli et al. (2009)a brief
description of the guidareapproach is given in the following

Given a reference path on the horizontal Cartesian plahe, d@longtrack and cross track errors
defined between the path and the actual position of the vehiakamelys, and y;, and the
orientation errorbare compued asfollows:

S =- (Xf - X)Cosj/f)' (yf - y)Sin(Vf)

Y, =(X¢ - X)sinf/ ) - (y; - y)cosf ;)

b =Ve Vi

The point &,y) and- . arethe actual position of the vehicle and the direction of its motibqy;) and

- ¢ respectively denote the position and orientation of a virtual target that moves on the reference
path. The nomenclatue framework is reported in Fi§.5.1.1.
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Fig.5.5.1.1. Single vehicle patfollowing framework

On the basis of the kinematic errdynamic systenexpressed by:
§ =-5@1- c.y,) tucosb
Y, =-c.5s +usinb

b=r-c}

§ isthe speed of the virtual target along the reference patithe local curvature of the gh (equal

to the inverse of the radius, for the ciretellowing case)r is the control input i.e. the yawmate of

the vehicle The zeroing of the kinematic error, i.e. the convergence to and the following of the
reference circle, is achieved through theplementation of two guidance lawq1l) one which
regulates the evolution of the virtual target motion over the path, af& one computing the
reference yawrate that the vehicle has torackin order to converge to theesired path The virtual
target and yaw-rate laws have the following expressions:

§ =ucosb +k.s
t=/"-k(b-/)+c8

ks and k; are tunable parameterswhile j is a suitable approach angtiefined with the following
form:

./. = _yatank(kyyl)

with k, as a tunable gain and , the maximum angle of attack, with respect to the local path tangent
that the vehicle can assume to converge to the path.

4.5.2 Vehicles' coordination scheme

The goalfor this task isdevelop a cooperative behavioun order to perform apath-following
executon along a predefined reference path, maintaining a fixed position configuration, i.e. a certain
horizontal offset that can be set and updated online by the human operator.

In the case otoordinatedpath-followingthere is not a definition ofeaderand followervehicleslike

in many other coordination schemé¢an extended description can be foundBibuli et al. (2010)in

the proposedframework, the vehicles areetual”, they know in advance the reference path they
have to follow, and they share a fdwasic navigation information that are used to coordinate their
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motion, i.e. properly setting their own surge speed in order to reach the desired position
configuration.

The basic idea for theoordinated pathfollowing problem resolution ido0 enable allthe vehicles
involved in regulating their own speed in order to fulfil the cooperative goal.

For a twevehicles framework the curvilinear distances are wledi as{x, = s - s, for Vehiclel, and
D5 = §- s, for Vehicle2, with reference to Fig. 5.2.1.

e

_——L—"Tehicle-2

fl’/l/c‘/c’-}[ ’ // AIA’ l:-v":

2

i'—\'j

Fig. 55.2.1. Cooperative framework representation

Ddfining the distance error for each vehicle egs= 5 - D*, with i = 1, 2 andD* as the desired
horizontal curvilinear distance between the vehicles, a smooth regulation law for the surge speed
adaptation can obtained thanks to:

ui* :C+(C_ umin)tanr(kuesi)

with C = (Wax + Unin)/2 and whereun, and Unax are useddefined speed limits and, is a controller
gain.

It can be easily noticed that to allow the cooperation between the two vehicles, therfolynation
that has to be shared to achieve the coordination of the motion is thieievaf the curvilinear
abscissas of the virtual target of each vehicle. Thigns into a reliable schemehen the robotic
framework ircludesunderwater vehicles: theanstraint of a very reduced acoustic communication
bandwidth is not problematic, if a single information uelhas to be sent and received.

4.5.3 Simulative results

The simulation environment is set up employing the HIL simulators of the surface and underwater
vehicles, both properly connected to the ROS environment through their relative wrappers, that
allow the basic data exchange for the coordination task.

A common reference path is defined and sent to the vehicles; in a first totally virtual framework, the
vehicles execute the patfollowing task and at the same time they exchange the virtual target
curvilinear abscissa values in such a way to coordinate their speed and thus fulfilling the cooperative
task.A 3D representation of the simulated experimentéepicted in Fig. 5.3.1, where the vehicles,

after independently reaching the reference path, coordinate their speed in such a way to maintain a
vertical configuration, with the ASV navigating on the surface and the dive buddy maintaining a
constant deph.
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Fig. 55.3.1. Simulated cooperatiygiidanceexperiment

The horizontal motion of the vehicles during the experiment is reported in Fi§.32 where the
different phases can be observed. Firstly, the vehicles perform the approach manoeuvrepatthe
once on the path, they cooperatively regulate their surge speeds in order to reach and maintain the
vertical formation. In the proposed simulation, at a certain time the dive buddy is required to force
its speed to zero (triggered by any unpredictedent), thus losing the vertical formation with the
ASV, that slows down to the minimum cruise speed trying to wait for the underwater vehicle to join
back the formation. Once that the nominal operating condition is restored, the dive buddy accelerate
to gain its formation position restablishing the vertical configuration with the ASV.

In Fig. %.3.3 the speed profiles of the two vehicles during the simulation are reported.

The simulative framework is made more complicated by the addition of the emaeotal
uncertainties and disturbances as well as the communication delays introduced by the acoustic
devices responsible for the data exchandgeother simulation run is executed and the result is
reported in Fig. 3.3.4, where the perturbed motions of ¢hvehicles can be noticed; such motion
behaviours don't impact the functionality of the cooperative guidance, anyway leading to the
coordination task fulfilment.
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