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2 Executive Summary
This report describes motion compensation methods aimed at stabilizing data from a moving sensor observing a partially dynamic scene. Specifically, this is done in the context of diver gesture recognition, where the background is assumed to be static and the gesturing diver constitutes the foreground. A successful motion compensation method allows to track the motion of the sensor relative to the static parts of the scene, thus facilitating a) recognition and b) segmentation of the dynamic content (i.e. the diver).

3 Problem Description
When a moving sensor observes a dynamic environment, there are two sources of change in the data: a) The motion of the sensor, and b) the motion of the dynamic parts of the environment (e.g. animals, plants, divers, etc). Motion compensation methods address the first source: Sensor motion. Here, it is explicitly used to facilitate the processing of the dynamic environment features. Motion compensation is a necessary ingredient of any application using mobile sensors and requiring sensor data integration or fusion over time. Examples of such applications are Synthetic Aperture Radar (SAR) and Sonar (SAS), as well as hydrographic surveys using sidescan and multibeam echo sounders. The motion of the sensor over time is usually estimated using expensive inertial sensors and gyroscopes or with high-accuracy differential GPS. Motion compensation becomes much more difficult for reasonably priced autonomous underwater vehicles (AUVs). Highly accurate inertial sensors are too expensive, and GPS is not available. Instead of relying on open loop estimates (e.g. dead reckoning), the methods described in this report use the sensor data itself to estimate the sensor motion.

4 Related Work
Motion compensation methods are specifically used here to facilitate detection and recognition of human movement in the scene. There are two strands of research related to this goal: Diver detection and sensor data registration.

The predominant approach for diver detection is the use of acoustic sensors, either in form of passive or active devices. Passive sensing methods use sound analysis and hydrophones [11] [44] [30] [43] [45] [15] [23], especially to detect the signatures of open circuit breathing systems. Active sensing systems use (imaging) sonars [2] [25] [38] [5] including sonar devices especially developed for this purpose [32] [12] [1]. Even electric-field sensors [28][29] have been used for diver detection in shorter ranges of several meters. All this work has in common that it is targeted to the special case of harbor security [34] and vessel protection [33], i.e., cases where the divers are expected to be non-cooperative and where it is desirable to detect them from a longer distance. Sensor data registration is often used for video stabilization or (ego-)motion compensation [42, 35, 46, 22, 14]. It is well known in the land robot community that video-stabilization significantly eases vision processes on moving vehicles; see for example [20, 31]. Especially, it can be used as basis for object detection by motion extraction through differential images [24], which are also used here. A shape-analysis based on aspects ratios of the bounding boxes of the segments can then in addition be used to further support the detection [3] [48].

This report focuses on the latter aspect of using visual data to compensate sensor motion and facilitate motion segmentation. One strain of existing work deals with the most simple form of interaction, namely a robot following a human diver. Gregory Dudek et al. have for example used spectral processing of visual data to track human motion patterns - concretely the oscillating leg motions of a diver - to let an AUV follow a human [40, 41]. They also suggested in [39] the usage of visual features, concretely color cues and local temporal gait signatures in the frequency domain, to follow a diver. The tracking of divers by sonar is reported to be very difficult, mainly due to disturbances by the bubbles of breathing systems [38]; nevertheless, acoustic means like a pinger on
the diver and a (ultra-)short baseline tracker [21, 47] on the robot are in principle a possible but very costly option. Previous work by Jacobs [7, 8] also addresses the issue of motion segmentation from video sequences, and details ideas how to use detected motion to interpret gestures. However, this work has solely addressed monocular image sequences. In the context of CADDY it is important to address the following novel problems relative to the cited state-of-the-art:

1. How can sensor motion be compensated given 3D range measurements?
2. How robust can motion compensation methods be to dynamic content in the measurements?
3. How robust can motion compensation methods be to noise in these measurements?

The work presented here extends previous work in [7] to 3D and explores the two sources of inconsistencies between two observations: Dynamic content and range measurement noise.

5 Motion Compensation via Spectral Registration with Multilayer Resampling (SRMR)
Spectral Registration with Multilayer Resampling (SRMR) is a 6 Degrees Of Freedom (DOF) registration method for noisy 3D data with partial overlap. The algorithm is based on decoupling 3D rotation from 3D translation by a corresponding resampling process of the spectral magnitude of a 3D Fast Fourier Transform (FFT) calculation on discretized 3D range data. The registration of all 6DOF is then subsequently carried out with spectral registrations using Phase Only Matched Filtering (POMF). Through the use of all data points, instead of just certain correspondences as, e.g. in ICP [4], SRMR is robust to occlusions as well as some dynamic content.

5.1 Overview and basic notations
The motivation of this work is to find a stable process which is capable of recovering 6DOF transformations - including especially the 3D angle information - under severe interferences and occlusions between two input scans. An approach is proposed, which has two main elements for a fast and robust registration of Euler angles from spherical information. First of all, there is the permanent use of phase matching through Phase Only Matched Filtering (POMF). Second, based on a FT on a discrete Cartesian grid, not only one spherical layer but a complete stack of layers is processed in one step. This involves a resampling scheme which allows a registration on a 3D Cartesian grid that leads to better results compared to an accumulation of several layers and a subsequent corresponding correlation in 2D. The reasons for this increased robustness are motivated in Section 5.6. The subsequent phase matching based registrations determine yaw, roll/pitch, and translation by yielding peaks indicating the according solutions. Due to the key point of using a stack of layers, we dub our method Spectral Registration with Multilayer Resampling (SRMR). The entire process can be outlined as follows in three main steps with several sub-steps:

1. yaw determination:
   a. resample hemispheres (projection in spherical coordinates) on different radii from the magnitude of the 3D spectrums
   b. determine the yaw angle by a rotational registration (polar resampled) from the resampled structures (3D POMF)
2. roll-pitch determination:
   a. re-rotate the 3D spectrum according to the determined yaw angle in order to align the spectrums for yaw
b. resample hemispheres (rectangular projection) on different radii from the magnitude of the 3D spectrum

c. determine roll and pitch angle by translational registration from the resampled structures (3D POMF)

3. translational registration:
   a. re-rotate scan data according to all determined angles in order to align the scans for the remaining 3D translation
   b. determine the 3D translation between the rotationally aligned scans by a 3D POMF registration

So, as in many other approaches the rotation is determined first. In comparison to the spherical Fourier registration this is done by a particular resampling of points \( \eta(\theta, \phi) \in S^2 \) on the unit sphere directly from the 3D spectrum. Here, the structures on the unit sphere \( S^2 \) are taken from different radii corresponding to different frequencies and they are assembled to a 3D stack. Our SRMR method exploits for the determination of the rotational orientation the fact that the information about the 3D rotation is available within the magnitude of the 3D spectrum and that it is therefore decoupled from the overall translation.

Lowercase letters indicate the time domain and uppercase letters the frequency domain. The relation between the translation and the rotation of the input voxel data and its corresponding effects within the 3D spectrum are as follows:

\[
F(k) = \frac{1}{N^3} \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} \sum_{z=0}^{N-1} f(x)e^{-i2\pi(k^T x)} \tag{1}
\]

\[
r(x) = s(R(\alpha, \beta, \gamma)x - t_s) \tag{2}
\]

\[
R(k) = S(R(\alpha, \beta, \gamma)k)e^{i2\pi R(\alpha, \beta, \gamma)k t_s} \tag{3}
\]

\[
|R(k)| = |S(R(\alpha, \beta, \gamma)k)| \tag{4}
\]

The 3D DFT on a Cartesian grid is given by (1). It can be shown by e.g. a coordinate transform that a rotation of a 3D structure by \( R(\alpha, \beta, \gamma) \) orients the magnitude of the corresponding spectrum in the same way, while a translational shift does not affect the spectrum magnitude. Having a relation between two 3D signals as in (2) with \( x = [x y z]^T \) and any translational shift \( t_s = [xs ys zs]^T \) then the spectral relation is given by (3) with \( k = [u v w]^T \). In terms of the magnitude this relation simplifies to (4). This relation allows the decoupling of translation and rotation for the registration process.

5.2 Phase Only Matched Filtering (POMF)

The underlying signal registration in our method is computed using a Phase Only Matched Filtering (POMF) [19] within all dimensions. This correlation approach employs the fact that two shifted signals with the same spectrum magnitude carry the shift information within their phase as already indicated by (2) and (3):

\[
Q(k) = \frac{S(k)^*}{|S(k)|} \bullet \frac{R(k)}{|R(k)|} \tag{5}
\]

\[
qu(x) = \mathcal{F}^{-1}\{Q(k)\} \tag{6}
\]

\[
xs, ys, zs = \text{argmax}_{x, y, z} q(x) \tag{7}
\]

It can be applied to N-dimensional signals and it is used for the registration of the unwrapped data for the determination of the orientation as well as for the determination of the translation. (5) gives the details of the underlying transformation; as indicated by the complex conjugate implementation of the phase matching is simply the inverse Fourier transform of the spectral angle difference. The result is a function, which contains a Dirac peak of \( r(x) = s(x-t) \) in the ideal case (6).
The resulting shifted Dirac pulse deteriorates with changing signal content of both signals. An alternative would be the standard cross-correlation. But cross-correlation yields several broad peaks including the main peak. This is the reason why phase matching is usually preferred when working with signals which are not predefined, e.g., in sonar or radar applications. Meanwhile a variety of methods exists to improve phase matching with respect to subpixel accuracy, e.g. [16, 17, 18]; the approach of [16] for subpixel interpolation is used here. Such interpolation is useful for improving the accuracy above the voxel discretization. The matching process requires a corresponding preprocessing of the data in order to suppress high amplitudes at the boundaries and to avoid spectral artifacts. The principle of window functions is well known and can easily be extended to multiple dimensions by convolution of single functions. A detailed description can for example be found in [36].

5.3 3D Rotation on the sphere

Any point on \( S^2 \) can be rotated according to Euler by an element of the rotation group \( \text{SO}(3) \). The 3D rotation within a Cartesian coordinate system is then defined as a result of a multiplication of the three matrices \( R(\alpha, \beta, \gamma) \in \text{SO}(3) \) corresponding to each axis:

\[
R(\alpha, \beta, \gamma) = R_x(\alpha)R_y(\beta)R_z(\gamma)
\]

(8)

In accordance to (4) it is necessary to recover the 3D rotation from corresponding shifted spherical structures. The key point in finding a translation \( \alpha \) by a FT is that a translation affects the Fourier coefficients in an analytical way by multiplication with \( e^{-i\omega \alpha} \). To find a similar concept for rotation on a sphere, a basis must be found where a rotation also affects the corresponding coefficients in an analytical way. An exact solution for this problem is given in [27, 26] using Spherical Harmonics (SH). Note that the rotational information within the spectrum is not only available in one layer but on all radii. But the correlation approach based on SH allows only a processing on one layer. This limits the robustness when real world scans are to be registered which have only partial overlap. This is the main reason for using another approach here. Furthermore, the computation time of the SH correlation is higher compared to phase matching, i.e., we gain faster processing as a fringe benefit.

The crucial point is how to resample the spectrum into a 3D Cartesian grid where the rotation can be determined without accumulating radial information. This is comparable to the well known decoupling of rotation and translation with a polar resampling of a 2D spectrum [13] or the polar-logarithmic resampling scheme as adopted in the Fourier Mellin transform (FMT) [10] in order to convert rotation and scaling to signal shifts. The goal is to obtain structures where the desired parameters can be found as signal shifts, which can then be determined with phase correlation.

The general idea is to resample layers of a hemisphere at different radii on \( S^2 \). Such a resampled layer of a hemisphere is intrinsically not a 2D rectangular matrix, which is the goal for an efficient registration. Therefore a two-stage algorithm is used here to deal with the inevitably structural distortions. The yaw-angle can be determined in the first step of our method over the entire possible range because of its rotational appearance within the unwrapped structure. The 3D spectrum is in the next step re-rotated according to the determined yaw angle. The 3D spectrum contains afterwards only roll and pitch as a tilt within the 3D structure. The problematic part is the mapping of the hemisphere to a square structure for roll and pitch registration, which can not be solved for a full registration from -90 to +90 degrees for these two angles. But it will be shown that the method works very precisely for a wide range of roll/pitch differences between scans, which is sufficient for most applications where 6DOF must be determined, especially in robotic mapping. The related discussion of the deviations is given in Section 5.7. Experiments showed that a reliable registration of noisy data with partial overlap is possible for yaw angles within the full range of -90 to +90 degrees with additional concurrent roll and pitch changes of up to \( \pm 35 \) degrees. A core point is the separation of angular information by squeezing the spherical structures on a plane, i.e., we do not preserve the properties of the sphere-like body which is usually the case when using map projections, e.g., in stereographic projection. The naive idea is to convert structures on a sphere underlying a certain
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roll/pitch rotation into a 2D shift in matrix form. For single roll/pitch rotations it is evident that a perpendicular projection of the surface of the hemisphere leads to a shift within the projected structures. A straightforward extension of this approach is the assumption that a subsequent yaw rotation leads to rotation of the projected matrix structure. This is an approximation which holds for a restricted range of roll/pitch. Using this assumption, the 3D rotational registration is reduced to 2D translation plus a single rotation which can be solved by simple image registration [13]. The best results for this approximated registration are achieved using two different resampling schemes. For the yaw processing the hemisphere is resampled along spherical coordinates while the resampling for roll/pitch is done by squeezing the structures by a perpendicular projection of the hemisphere into a matrix. The details for an implementation in subsequent steps is given in the following. Since we define the sequence of 3D rotation as in (8), the registration starts by determining yaw.

5.4 Determination of yaw

The yaw-angle is determined in the first main step of our method by detecting it as rotation within a resampled structure. This square matrix is the descriptor for rotational registration denoted by \text{id}_{\text{rot}}(v_x, v_y) with a length \( N_{\text{rot}} \). The desired structure can be generated by traversing this plane in spherical coordinates, i.e., the magnitude of the spectrum \( F(u, v, w) \) with a cubic size \( N \) is expressed in a spherical coordinate system with \( v_x \) and \( v_y \) as the coordinates of the resampled matrix.

\[
\begin{align*}
v_x &= 1, \ldots, N_{\text{rot}} \\
v_y &= 1, \ldots, N_{\text{rot}} \\
\varphi &= \arctan\left(\frac{v_x}{v_y}\right); && 0 \leq \varphi \leq 2\pi \\
\theta &= \left(v_x^2 + v_y^2\right)^{\frac{1}{2}} \frac{\pi}{N_{\text{rot}}}; && 0 \leq \theta \leq \frac{\pi}{2}
\end{align*}
\] (9)

The access to the spectral magnitude data with spherical coordinates is given by:

\[
\begin{align*}
u &= r \sin(\theta) \cos(\varphi) + N/2 \\
v &= r \sin(\theta) \sin(\varphi) + N/2 \\
w &= r \cos(\theta) + N/2
\end{align*}
\] (10)

This descriptor is then resampled at a certain radius \( r \) by:

\[
\text{id}_{\text{rot}}(v_x, v_y) = |F(u, v, w)|
\] (11)

Roll and pitch are present in this matrix as an undesirable interference. Roll and pitch are roughly shifting the matrix in \( x \) and \( y \) direction. Hence, we have two unwrapped matrices which are translated and rotated against each other. This rotation can be decoupled from translation using a polar resampling of the 2D spectrum according to the well known principle of [13].

\[
ID_{\text{rot}}(u, v) = \mathcal{F}\left\{\text{id}_{\text{rot}}(v_x, v_y)\right\}
\] (12)

\[
\begin{align*}
u_{mk} &= \frac{m N}{M} \cos\left(\frac{\pi k}{K}\right) + \frac{N_{\text{rot}}}{2} + 1 \\
v_{mk} &= \frac{m N}{M} \sin\left(\frac{\pi k}{K}\right) + \frac{N_{\text{rot}}}{2} + 1
\end{align*}
\] (13)

\[
\begin{align*}
m &= 0, \ldots, M - 1; \quad k = 0, \ldots, K - 1 \\
ID_{\text{rotpol}}(m, k) &= |ID_{\text{rot}}(u_{mk}, v_{mk})|
\end{align*}
\] (14)

The 2D FT is then defined as shown in (15) where the polar resampling is applied according to (16). The spectral magnitude of \(|ID_{\text{rot}}(u, v)|\) is then defined on a \( N_x \times N_y \) grid which is then resampled to a \( M \times K \) grid according to (17) where \( M \) is the resolution for the radial component and \( K \) is the angular
resolution; a value of 128 is used for both $M$ and $K$ throughout all experiments presented later on. The zero frequency as the center of rotation is at $(N_{\text{rot}}/2,N_{\text{rot}}/2)$. After the polar resampling of the spectral magnitude (17) the expected shift between corresponding grids can then be determined with phase matching. Section 5.6 extends this 2D descriptor to 3D incorporating information along the radial axis.

### 5.5 Determination of roll and pitch

Roll and pitch are found within one single main step of the overall process. First, the yaw angle determined in the previous main step is used to re-rotate the voxel data of the magnitude of the 3D spectrum, which is then the basis for a new unwrap process. The sampling vector covers the area of the layer in a rectangular manner. The outer parts of the hemisphere are in consequence squeezed into the same number of columns, respectively rows as the center part. A rotated vector traverses the $x$-axis or $y$-axis on the hemisphere of the 3D spectrum in the same way as the resulting unwrapped matrix. The resulting matrix then contains roll and pitch roughly as a translation in $x$ and $y$ direction. Figure 1 illustrates this. Due to this resampling scheme it is obvious that much more voxels are resampled in the middle of the resampled hemisphere than at the edges. This is one reason that limits the range of roll and pitch in our method.

\[
\begin{align*}
  u &= r \cos(\gamma) \sin(\phi) + N/2 \\
  v &= -r \sin(\gamma) + N/2 \\
  w &= r \cos(\gamma) \cos(\phi) + N/2
\end{align*}
\]

(18) \hspace{1cm} (19) \hspace{1cm} (20)

\[
\text{id}_{\text{rect}}(v_x, v_y) = |F(u, v, w)|
\]

(21)

where the angles $\gamma$ and $\phi$ are given by:

\[
\begin{align*}
  \gamma &= -\frac{\pi}{2} \left( \frac{v_x - N_{\text{rect}}/2}{N_{\text{rect}}/2} \right) \\
  \phi &= \frac{\pi}{2} \left( \frac{v_y - N_{\text{rect}}/2}{N_{\text{rect}}/2} \right)
\end{align*}
\]

(22) \hspace{1cm} (23)

\[
\begin{align*}
  v_x &= 1, \ldots, N_{\text{rect}} \\
  v_y &= 1, \ldots, N_{\text{rect}}
\end{align*}
\]

Figure 1: The angle $\gamma$ (rotation around around $x$- or $y$-axis) points with the current radius $r$ to positions which are projected to the $y$- or $x$-axis. From this point $\phi$ rotates and resamples from the 3D space.
The sampling function (18) describes the rectangle resample scheme (21) at a certain radius $r$ within $F(u,v,w)$. This descriptor is like $id_{\omega}$ of square size with length $N_{\omega}$. Roll and pitch can then be determined as 2D translations which again are found by phase matching.

5.6 Multilayer parameter registration

The spectral structure at one certain radius is only sufficient for registration of data with significant amounts of overlap, e.g., when simulated data is used where the "scan"-pair consist of a scan and a rotated and translated counterpart that contains exactly the same data. Under more realistic conditions, especially in many applications like robot mapping, where interference, occlusions and sensor noise affect the data, registration using the spectral structure at a certain radius immediately becomes unstable. But the rotational information is present within the entire 3D spectrum at all radii. Resampling the structures according to Section 5.4 and 5.5 and by using the entire radius range can hence considerably improve the registration process. As also supported by experiments, this process becomes only more robust within a certain range. Concretely, a good range for the resampled hemisphere turns out to be from $(0.2...0.8) \cdot N/2$. This can be motivated as follows. Frequencies that are too low are simply likely to decrease the registration peak because of the insufficient available voxel data which can be resampled. Note that this effect of having a restricted number of voxels adds to the unavoidable distortions during the resampling process. Higher frequencies are obviously rather decreasing the information content caused by occluding and interfering structures.

The resulting descriptors in our method from where yaw and roll/pitch are determined are hence 3D data structures as illustrated in Figure 2, which have the intentionally redundant rotational information stacked along the z-axis.

The relevant information is assembled within these 3D descriptors where phase matching is then applied in 3D. Note that the descriptor for yaw registration consists of preprocessed Fourier descriptors - see Section 5.4. The descriptor for roll/pitch contains the desired parameters as $x$ and $y$ translation, hence the POMF registration can directly be applied. Since these descriptors are resampled structures and not pixel-wise shifted signals, a postprocessing by an interpolation filter as described in [6] for an application of the FMT in 2D improves the stability of the registration.

The following example provides a better understanding of the entire sequence of descriptors which are necessary for the rotational registration. Figure 3 shows a scan pair and the corresponding surfaces of the spectrums at an arbitrary radius. These two scans are taken from a data-set...
generated by a mobile robot with a Laser Range Finder (LRF) in a disaster scenario. Please note that this example pair is quite simple compared to the others in this data-set; there are relatively small interferences and occlusions between the two scans and there is a relatively small yaw rotation. In the ideal case the corresponding yaw rotation should be visible within the structures of the spectrums magnitude; but as can be seen a match is here not feasible since it is not possible to identify common structures. This example visually motivates the need for the multilayer registration used in our method.

Figure 3: An example scan pair generated by a mobile robot with a Laser Range Finder (LRF) and the corresponding 3D spectrums.

Figure 4: Resampling of different descriptors from the 3D spectrum (1 layer) from the example in Figure 3.
Figure 4 shows the corresponding resampled structures from the spectrum for the registration of roll/pitch and yaw. Figure 4(c) shows the rotational appearance for the yaw registration. In Figure 4(a) and Figure 4(b) two options of rectangular resampling are depicted. One is the 90° rotated counterpart of the other where the resampling in (18) is applied along the y axis instead of along the x axis. Ideally both results should be identical but the distortion effects as described in Section 5.5 are visible at both edges of the traversed resampling axis. Incorporating both forms of rectangular resampling into the descriptor hence improves the registration. The improvements with respect to robustness are especially observable when the roll and pitch angles are higher than 20° in both directions.

Concretely, the 3D descriptor for yaw is generated according to (24) and for roll/pitch according to (25):

\[
id_{\text{rot}3D}(x, y, z) = ID_{\text{rot}pol}(m, k) \\
= z = 1, \ldots, Z_{N_{\text{rot}}}; \\
m = x; \\
k = y
\]

(24)

\[
id_{\text{rect}3D}(x, y, z) = id_{\text{rect}}(v_x, v_y) \\
= z = 1, \ldots, Z_{N_{\text{rect}}}; \\
v_x = x; \\
v_y = y
\]

(25)

with

\[
N_1 = 0.2\sqrt{N^3} \\
N_2 = 0.8\sqrt{N^3} \\
r = z \cdot N_1
\]

The radius \( r \) is increasing giving new information of the spectral data \( F(u,v,w) \) as described in subsection 5.4 for yaw and in subsection 5.5 for roll/pitch. In case both of the alternatives of rectangular resampling - as shown in Figure 4(a) and Figure 4(b) - are incorporated, the length is \( Z_{Z_{\text{rect}}} = 2 \cdot Z_{Z_{\text{rot}}} \). This is the recipe to process the frequency transformed scan data. Assume the spectrums of a scan pair are correlated according to (5) and the inverse FT is applied (6), the resulting function for yaw is denoted by \( q_{id\text{rot}}(x,y,z) \) and for roll/pitch by \( q_{id\text{rect}}(x,y,z) \). Within these functions 3D peaks are expected indicating the corresponding angle parameters. For yaw only a 1D shift along the y axis is expected which leads to:

\[
(26)
\]

\[
\zeta(y) = q_{id\text{rot}}\left(\frac{N_{rot}}{2}, y, \frac{Z_{rot}}{2}\right)
\]

For roll/pitch a 2D shift is expected, hence the 2D section is found lateral to the z-axis by:

\[
(27)
\]

\[
\xi(x, y) = q_{id\text{rect}}(x, y, \frac{Z_{rot}}{2})
\]

The peak search is not in 3D because the structural shift maps the peaks to the center as given in (26) and (27). The positions \( N/2, Z_{rot}/2 \) and \( Z_{rot}/2 \) correspond to the zero position for the Dirac peak when using for example the \textit{fftshift} function in Matlab. For yaw the corresponding angle is found in 1D:

\[
(28)
\]

\[
\gamma = (\zeta(y^*) / K) \cdot \pi
\]

Roll and pitch can be determined from the resulting peak with:

\[
(29)
\]

\[
(\alpha, \beta) = (\xi(x^*, y^*) / N_{\text{rect}}) \cdot \pi
\]

where \( x^* \) and \( y^* \) are the supposed peak maximums according to (6).

5.7 The approximation effects of the resampling process

The resampling process is a projection of the spherical layer which leads inevitably to deviations from the true rotation. There are two effects which lead to deviations with increasing roll and pitch, namely effects on the yaw as well as on the roll/pitch determination. Both effects are now described in qualitative terms.
The points on the hemisphere rotated by roll and subsequently rotated by the pitch angle are subject to a mutual influence by the two angles. First, we consider the effect on yaw. A vivid illustration for the resampled and projected spherical structure is a plane that is rotated by roll/pitch and that is later on projected to the z-plane. Consider vectors pointing along the x-axis and y-axis that have rotations by pitch and roll. The resulting shifts are then cosine components. As soon as there is a rotation around both, i.e., $R,(a)\cdot [0 1 0]'$, which yields $[\sin(\alpha)\sin(\theta) \cos(\alpha)]'$, there is an undesired x-component. The z-component is here omitted due to the assumed projection. Only the rotation and the projection $R,(a)\cdot [1 0 0]'$ directly along the x-axis is still an ideal case. But a first rotation around roll squeezes any pattern on that plane along the x-axis and a second rotation around pitch does not only squeeze it along the y-axis but it furthermore rotates the pattern away from the y-axis while the orientation on the x-axis remains constant. In case only one angle of roll/pitch is rotated or none of them, the yaw registration is hence correct. In case both roll and pitch are rotated at the same time in larger amounts, a constant offset depending on the sign is present. A second, similar effect of mutual influence is present for roll and pitch. Assume a vector pointing along the z-axis where the sine components represent the resulting shifts. After rotation according to $R,(a)\cdot [0 0 1]'$ the resulting projection is $[\cos(\alpha)\sin(\theta) - \sin(\theta)]'$ where $\cos(\alpha)$ is the undesired factor.

These effects of the approximation due to the resampling involve two quite different aspects. First of all, our resampling leads to imprecisions in the determination of the angles. Second, the resampling limits the robustness of our method in case all three angles of yaw, roll, and pitch significantly change between two scans that are to be registered.

The first aspect, the systematic errors can be corrected by using a look-up table where for each rotation determined with our method the corresponding corrected values are stored. More precisely, a separate table for each angle is required which takes the roll, pitch and yaw registration as input due to the mutual influence of all three angles and which has the compensation for the according angle as output. The simplest method to generate each table is a kind of calibration using artificially generated rotations with some arbitrary 3D data. The bunny and the dragon from the Stanford dataset are used for this purpose. The look-up values are generated from non-equidistant information and interpolated in 3D. This is comfortably done using for example a Delaunay triangulation. A convenient implementation is provided by the Matlab function *TriScatteredInterp*. The look-up operation is obviously computationally extremely fast, i.e., it does not introduce any overhead in the implementation of our method.

The second effect of the approximation due to the resampling is more substantial as it limits the amount of concurrent change in yaw, roll, and pitch. A comparison to related work in [9] shows that our method is very robust in case of small overlap between scans. This is further substantiated by experimental comparisons. This high robustness, i.e., very high success rates in case of partial overlap is due to our multilayer resampling in combination with the phase matching. This advantage is bought at the cost of the limitations in the maximum amount of concurrent rotations of yaw, roll, and pitch that can be handled. The resampling effects described before in this section also lead to a degeneration of the peaks in the phase matching up to a level where it does not succeed anymore.

**5.8 Determination of translation**

Once the rotation is correctly determined, the subsequent registration of the full 3D translation is straightforward. According to the determined angles (roll, pitch and yaw) the voxel data of the first scan is re-rotated and the corresponding 3D spectrum with the full phase information - see (1) - is calculated. Note that the 3D rotation of the scan data and a subsequent calculation of the spectrum is a better alternative compared to a direct rotation of the spectrum which would require an interpolation of complex data. Afterwards the 3D registration is again done by phase matching. This yields a distinguishable peak in the same way as already used for the multilayer angle registration.
6 Evaluation in Simulation

6.1 Setup
A simulation setup was developed within the UWSim [37] simulator. A wall with a rich texture was placed behind an actuated diver model. To achieve realistic movement of the diver, recorded DiverNet data was replayed and used to actuate the model. Furthermore, a generic AUV with a mounted stereo camera was also simulated. The AUV pose was perturbed significantly over time, resulting in both translational and rotational movement. The aim was to simulate a station keeping maneuver under influence of current. Figure 5 shows a screenshot of the simulation setup.

![Simulation Setup](image)

Figure 5: Screenshot of the simulation setup, including diver, AUV with mounted stereo camera, and wall segment. The stock UWSim AUV model is used for simplicity.

The experiment investigates two factors of disturbances for the motion compensation method: a) amount of dynamic content, and b) measurement noise in range readings. A total of 5 levels of dynamic content as well as 6 levels of noise were generated for a detailed analysis of both factors. Table 1 shows the exact values used for each level.

<table>
<thead>
<tr>
<th>Level</th>
<th>Dynamic</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>2</td>
<td>3.5m</td>
<td>0.5%</td>
</tr>
<tr>
<td>3</td>
<td>2.5m</td>
<td>1.0%</td>
</tr>
<tr>
<td>4</td>
<td>2.0m</td>
<td>1.5%</td>
</tr>
<tr>
<td>5</td>
<td>1.5m</td>
<td>2.0%</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>3.0%</td>
</tr>
</tbody>
</table>

Table 1: Levels of dynamic content (diver distance to sensor, the closer the more dynamic content) and noise (percentage of range measurement, normally distributed).

Figures 6 and 7 show point clouds with varying noise levels (none, 1%, 3%) and dynamic content (3.5m, 2.5m, 1.5m), respectively. Note the significant range error present at 3%. Also, note how the
occlusion at different distances of the diver to the sensor (Figure 7) is visible and shows the increasing amount of points on the moving diver.

Figure 6: View No. 30 with different levels of noise. Left: No noise. Middle: 1% noise. Right: 3% noise. The top row shows plain point clouds, the bottom row shows discretized voxel grids as used in the spectral registration method. Note that the registration method did not use full color information, only intensity (greyscale).

Figure 7: View No. 30 with different levels of dynamic content achieved by placing the diver at different distances from the sensor. Not the differing amounts of occlusion on the wall, showing the increased number of points on the moving diver. Left: 3.5m. Middle: 2.5m. Right: 1.5m.
A total of 233 point clouds were generated for each case, leading to a total of $5 \times 6 \times 233 = 6990$ point clouds. The sensor trajectory as well as the diver actuation was kept exactly the same across all cases, eliminating random effects of slightly different occlusion, etc. Point clouds were matched sequentially, simulating the motion estimation application as closely as possible. No global correction, e.g. via a Simultaneous Localization and Mapping (SLAM) technique, was performed.

Figure 8: Box plots of number of changed range readings per level of dynamic content.

### 6.2 Results
Figure 9 shows the translation error relative to ground truth for each of the 30 cases. Figure 10 shows the rotation error. For each amount of dynamic content, a row of box plots shows the change of error over the different levels of range measurement noise. The box plots show the median, upper and lower quartiles, as well as outlier error readings. Note that the residual error for the case without dynamic content and without noise (top left) is due to the quantization error of converting the point cloud into a voxel grid representation. This representation is required for SRMR.

The results show that SRMR is very robust to significant levels of dynamic content. The error distribution does not change significantly along the vertical axis of plots. Motion estimation performance decreases only with very high levels of noise (last two columns).

### 7 Conclusion
This report described a spectral registration method applied to the problem of motion compensation using only sensor data with dynamic content. The method was shown to be robust against several levels of dynamic content as well as reasonable noise in the range data. Further work will focus on segmentation of the moving diver, including arms and hands. The work described here facilitates this next step of processing.
Figure 9: Box plots of translation error relative to ground truth. Each row denotes a different level of dynamic content (none at top, increasing dynamics down), and each column denotes different levels of noise (none on the left, increasing noise towards right).
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Figure 10: Box plots of rotation error relative to ground truth. Each row denotes a different level of dynamic content (none at top, increasing dynamics down), and each column denotes different levels of noise (none on the left, increasing noise towards right).


